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MADAR Timeouts
Initially the MADAR system was used to develop the software that would be run on the final system at Tinker Air Force Base.  As this development progressed they came to a point where they needed to connect up to the 1130 Systems at the C-5 air bases and transmit data tapes for test.  We went through the normal troubles of getting the phone lines installed and working.  The biggest one being the line that went to Edwards Air Force Base out in the desert.  That line went through seven different phone companies.  The trouble turned out to be in a shack on the edge of the base and we could not get any phone company to admit ownership of the equipment in the shack.  They fought with each other until one fixed it.  Finally we reached a point where there was only one unresolved IBM problem.

We had a weekly status meeting where we all got together and discussed the problems we were having and assigning the problem to someone for resolution.  For about three months the only problem assigned to IBM was what was called, “The timeout problem”.  This occurred when the 360/65 polled an 1130 at one of the air bases to see if it had any data to send.  The 1130 did not respond and after three seconds the 2701 Transmission Control Unit would indicate to the system a timeout error.  The system would retry the poll several times and if it got a timeout on each retry it would take the phone line out of service and print a timeout error message on the console printer.  The operators had found out that they could immediately put the line back in service and it may run for days before getting another timeout error.  This was happening at random on all the phone lines each going to a different air base.

Every week the pressure on IBM to fix this problem got higher and higher until finally we were told it was the most important problem to be solved in the MADAR system.  I had spent a lot of time working with the telephone company on this problem and they could not find anything wrong.  I could not find anything wrong with the IBM equipment either.

Things got so bad I knew some drastic step had to be taken to solve this problem.  At this time we had no means of recording what data was exchanged between the IBM equipment and the Telephone Company and I knew that was what we needed.  I knew we had a room full of IBM Tape Drives that I could borrow one if I could figure a way to use it.

I took our manual tape drive tester and looked at the circuitry inside.  I could use this tester to cause the tape to move and write continuous bits in each track until it got to the end of tape sticker.  It would rewind the tape and start over.  I needed some way to modulate the bits being written by the tester with the data at the modem interface.  

I ordered some extra SLT cards and built a small box with the circuits necessary to monitor the Receive Data, Transmit Data, Receive Clock and Transmit Clock at the Modem interface.  Each one of these signals was wired to one leg of an AND circuit with one of the bit switches on the tape tester.  This is the way this device would work:

If the Transmit Data line were active the tester would write all bits on the 1 track.

If the Transmit Data line were inactive the tester would not write any bits on the 1 track.

If the Transmit Clock line were active the tester would write all bits on the 2 track.

If the Transmit Clock line were inactive the tester would not write any bits on the 2 track.

           _____          _____          _____

|_____|        |_____|        |_____|         |_____|     A clock pulse like this

           |||||||||||          ||||||||||          ||||||||||||                Would look like this on tape.

The same circuitry was used for the Receive Data on track C and the Receive Clock on track 7.

I chose a 7 track drive because the ones we had were 75 inches per second and would not fill up the tape as fast as our 112.5 inches per second drives.  

There were two problems left.  I had to teach the operators the importance of stopping the tape drive before restarting the phone line and I had to hope the error did not occur while the drive was rewinding.  The last problem was how do I get the data off the tape.

If I could capture the failure just one time on tape I didn’t care if I had to develop the whole reel with Magna-see it would be worth it to prove who’s problem this was.  I set the drive up and talked to the operators and waited until the second shift operators came to work to explain the situation to them.  I asked them to tell the third shift when they came in. 

The next morning when I came in the tape was still running so I hung around the computer room as much as I could just in case.  Just before lunch I heard one of the operators yell “Timeout”.  I ran to the console to make sure it was on the line we were monitoring and then to the tester to stop the tape.  The tape was about ¾ the way to the end so I started where it stopped and used the Magna-see going backwards looking for the error.  Finally there it was.

The System had sent out a poll address of 0000.  We did not have any 1130s with that address.  I pulled the Magna-see off the tape with scotch tape and pressed it on a long piece of plotter paper to preserve it.  Preserve it I did for I still have some of it.

I took the evidence to Bob Kriner who was the Lockheed System Programmer for the MADAR System at that time.  When I showed it to him he said, “Uh Oh!”.  I asked him where did the system get the address of the device it wanted to poll.  He showed me the code and he was using a Chain Data Channel Command Word to send out the poll address.  This Channel Command was generated by the software when you put a line in service.  It should remain in the same place in memory as long as the line was in service.  I talked him into taking a core dump the next time a timeout occurred before the operators put the line back in service.

It didn’t take long to get the core dump because we didn’t care which line it occurred on.  When we looked at the dump the Channel Command pointed to a block of data that was all 0000.  Something in their software was overlaying the poll address.  When the operator put the line back in service this poll address was regenerated and that’s why it always worked when put back in service.  I could hardly wait until the next status meeting to see how they handled this most important problem.

At the status meeting I showed everyone the plotter paper, with the failure on it, and explained it to them.  They took the timeout item off the IBM to do list and assigned it to Lockheed.  Every meeting after that I would ask them if they had made any progress on finding what was overlaying poll address.  For a while they said they were working on it then they begin to say it really wasn’t that big a problem then they decided we no longer needed weekly status meetings.
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A Portion Of The Evidence.
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